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GENERAL INTRODUCTION 

Skill acquisition, habit formation, and development of behavioral automatisms 

are all results of learning processes, sharing a unique combination of features that 

makes them different from other kinds of learning. According to one point of view, 

these learning types are forms of non-declarative learning, underscoring thus that 

learning is not dependent on the mediotemporal brain structures (Squire & Zola, 1996). 

Another viewpoint emphasizes the fact that learners are usually not fully aware of the 

information that had been acquired, and it is only their improving performance that 

implies learning, thus emphasizing conscious awareness (or the lack of it) as a defining 

criterion. Learning that occurs without awareness is called implicit - in contrast with 

explicit learning where conscious awareness accompanies learning (Graf & Schacter, 

1985). A third approach relies on three variables: the speed of encoding (rapid vs. 

slow); whether a single item is encoded or associations among multiple items; and the 

compositionality (vs. rigidity) of the resulting memory (Henke, 2010). According to this 

view, skill acquisition and habit formation is a form of slow encoding of rigid 

associations (as is classical conditioning and semantic memory). And finally, there is a 

separate research tradition, namely the investigation of statistical learning abilities 

originating from Saffran, Aslin, & Newport (1996) that also deals with the 

unsupervised, incidental learning of an inherent structure present in the to-be-learned 

material; Perruchet & Pacton (2006) went as far as suggesting that implicit learning and 

statistical learning is actually the same phenomenon (see also Christiansen, 2018). In a 

similar vein, Reber (2013) proposed that implicit memory manifests as an improvement 

from experience based on mechanisms of cortical plasticity; the extraction of the 

underlying statistical structure is incremental, and it allows for a distributed 

representation of information.  

Despite the similarities between these research traditions, and the substantial 

overlap of their proposed constructs, their notions are not synonyms. For example, the 

term implicit learning is broader than the term skill learning, as other types of implicit 

learning phenomena also exist, e.g. priming, classical conditioning and  

habituation/sensitization (Squire & Zola, 1996).  On the other hand, skill learning does 

not only rely on implicit processes but also on explicit learning (Ghilardi, Moisello, 

Silvestri, Ghez, & Krakauer, 2009; Taylor, Krakauer, & Ivry, 2014). Third, although 

statistical learning is thought to be an implicit learning process (e.g. Kim, Seitz, 

Feenstra, & Shams, 2009; Perruchet & Pacton, 2006; Turk-Browne, Scholl, Chun, & 

Johnson, 2008), there is evidence that explicit knowledge can also emerge after the 

encounter with statistically structured stimuli (e.g. Perruchet, Bigand, & Benoit-Gonin, 

1997; Rünger & Frensch, 2008; Goujon, Didierjean, & Poulet, 2014). The narrow field I 

was interested in (which is summarized in this work) is the implicit statistical learning, 

not implicit learning or skill learning in general.  

Tasks of implicit statistical learning  

 Typical tests of implicit (statistical) learning include the Artificial Grammar 

Learning (AGL) Task (e.g. Danner, Hagemann, & Funke, 2017); the Weather 

Prediction (WP) Task (or more generally the Probabilistic Classification tasks) (e.g. 

Knowlton, Squire, & Gluck, 1994); the Sugar Factory task (or more generally the 

Dynamic Systems Control tasks) (Berry & Broadbent, 1984); the Contextual Cueing 
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(CC) paradigm (Chun, 2000); and the Serial Reaction Time task (Nissen & Bullemer, 

1987) - or more generally the Sequence Learning tasks. 

In all of the research projects presented in the Dissertation we used a sequence 

learning task, namely the ASRT (Alternating Serial Reaction Time) task. During the 

task visual stimuli are presented on a computer screen in one of four possible locations, 

and the subject’s task is to react as fast and as accurately as possible to the location of 

the stimuli by pressing the corresponding response button (usually aligned similarly as 

the stimuli to allow for a simple 1:1 stimulus-response mapping).  The stream of stimuli 

is not entirely random: a pre-defined four-element long pattern (P) is embedded in a 

stream of random (R) trials so that P and R trials alternate (hence the name of the task). 

The structure that results from their alternation is a second-order probabilistic sequence. 

In this particular case, after encountering any two consecutive trials, a prediction could 

be made about what to expect next. The term probabilistic refers to the fact that 

sometimes the following trial is „unexpected”, not very probable. Learning can be 

derived from comparing performance on probable vs. improbable trials. The authors 

introducing the task reported that not a single subject became aware of the hidden 

pattern (J. H. Howard & Howard, 1997), and our experience with the task corroborates 

their notion. In summary then, the ASRT task is an implicit visuomotor statistical 

learning task measuring the ability to acquire second-order probabilistic information.   

The problem 

The aformentioned tasks of implicit statisitcal learning differ in many ways; e.g. 

whether the regularity is present temporally or spatially, whether the exposure of the 

regularity is passive or requires some activity from the participant, etc. Nevertheless, 

they all rely on the detection of statistical regularities that is covertly present in the task 

(Arciuli & Conway, 2018). It is thus somewhat surprising that learning scores gained 

from different tests do not correlate with each other (Gebauer & Mackintosh, 2007; 

Sævland & Norman, 2016; Siegelman & Frost, 2015) or even if they do, the correlation 

is weak (Kalra, Gabrieli, & Finn, 2019).  

The lack of correlation between the different measures of implicit statistical 

learning is alarming, and it is important to find the reasons behind it. First, it is possible 

that there is truly no relationship between these measures and hence research is 

(rightfully) unable to find one. Theoretically, this scenario would question the domain-

generality (opposed to domain-specificity) and/or the unitary nature (opposed to 

multicomponentiality) of implicit statistical learning. In other words, it would mean that 

there is no such thing as „the implicit statistical learning”, only different types of it. 

Practically, it would highlight the need to find the factors that differentiate between 

different types of implicit statistical learning, and this knowledge – in turn – be utilized 

in designing new tasks and/or help us chose from the existing tasks so that we could use 

the most relevant measures for our purposes.  

In a second scenario, there is a positive relationship between these different 

measures, but – for some reason – researchers have been unable to find it. The reason 

behind this could be methodological and/or related to the psychometric properties of the 

tasks. In spite of bearing the hope that we could somehow overcome these obstacles in 

the future, this scenario would also mean that our knowledge about the nature of 

implicit statistical learning is seriously biased (possibly wrong in many aspects). If our 
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tests are so weak that they barely correlate with each other, how could we interpret the 

lack of correlation with other kinds of tests?  

Possible Causes of Low Correlation 

Modality Specificity - Accumulating evidence suggests that there are qualitative 

differences in patterns of implicit statistical learning in the auditory, visual and tactile 

modalities, which corroborate the notion of modality specificity of implicit statistical 

learning (Emberson, Conway, & Christiansen, 2011; Li, Zhao, Shi, Lu, & Conway, 

2018; Walk & Conway, 2016). The explanation might be that encoding of information 

follows constraints that are determined by the specific properties of the input in the 

respective brain cortices (despite similar sets of computational principles) (Conway & 

Christiansen, 2005).  

Independency from other cognitive abilities - Arciuli (2017) suggested that 

implicit statistical learning is a multicomponent ability (being comprised of certain 

types of attention, processing speed, and memory, etc.); and that performance on 

different tasks might depend on the way they draw on particular underlying components 

(Arciuli, 2017; Arciuli & Conway, 2018). Additionally, even if implicit and explicit 

processes dissociate, it does not exclude the possibility of interplay between these 

memory systems; and although the evidence is not unequivocal, some results do point 

towards this possibility (Boyd & Winstein, 2003; Arnaud Destrebecqz et al., 2005; Dew 

& Cabeza, 2011; Lagarde, Li, Thon, Magill, & Erbani, 2002; Sun, Zhang, Slusarz, & 

Mathews, 2007; but see Sanchez & Reber, 2013; and Curran & Keele, 1993).  

Type of statistics – It has been recognized that humans are capable of learning 

at least two types of statistics: joint probaibilities (i.e. distributional statistics of chunks 

of information), and conditional probabilities (i.e. the predictability of a target event 

given its antecedents) (J. H. Howard, Howard, Dennis, & Kelly, 2008; Thiessen, 

Kronstein, & Hufnagle, 2013; Thiessen, 2017) and it has been suggested that they are 

the results of independent processes (Thiessen, 2017). However, the relative 

contribution of different types of statistics in a specific learning task is rarely discussed 

(but see J. H. Howard et al., 2008).  Additionally, the complexity of the embedded 

statistical structure might also contribute to differences observed with different 

statistical learning tasks. For example, in sequential tasks, when the previous element 

predicts the next element, it is called a first-order sequential structure; when the N-2th 

trial has predictive power on the current target, the sequence has a second-order 

structure, and so on. It has been shown that humans are capable of learning up to fourth-

order statistical regularities (Remillard, 2008, 2011), or even fifth- and sixth-order 

regularities (Remillard, 2010). At the same time it has been shown that learning of 

higher-order information can be selectively impaired (in dyslexia: W. Du & Kelly, 

2013; J. H. Howard et al., 2006; in Parkinson’s disease: Smith & McDowall, 2004; in 

Schizophrenia: Schwartz, Howard, Howard, Hovaguimian, & Deutsch, 2003; with age: 

J. H. Howard, Howard, Dennis, & Yankovich, 2007; D. V. Howard et al., 2004; Feeney, 

Howard, & Howard, 2002; J. H. Howard & Howard, 1997; Urry, Burns, & Baetu, 

2018). It is a matter of question, though, whether lower- and higher-order sequence 

learning should be thought of as worse or better performance on the same measure, or 

as different abilities.  

Low reliability - Other things being equal, the correlation between two 

variables will be lower when the reliability of the measures are lower (i.e. measurement 
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error is high). Since reliability is the correlation of a test with itself, it is easy to see that 

a measure that does not correlate with itself can not correlate with other variables either 

(Goodwin & Leech, 2006). 

Low individual variability - It is hypothesized that implicit learning is 

evolutionarily older than explicit learning, implying that it is also more robust and 

results in less inter- and intra-species variability (Reber & Allen, 2000). It has been 

assumed that individual differences in implicit cognition are minimal relative to 

individual differences in explicit cognition (Reber, 1993). In line with this assumption, 

the individual differences in implicit cognition remained largely unexplored (Reber & 

Allen, 2000; but see Kaufman et al., 2010; and Kalra, Gabrieli, & Finn, 2019). 

Issues related to reaction-time based measures - Difference scores derived 

from reaction times are thought to be unstable (Kaufman et al., 2010), and it was 

suggested that accuracy (Urry, Burns, & Baetu, 2015; Urry et al., 2018) or reaction time 

ratio measures (Kaufman et al., 2010) provide better measures of learning, and are less 

prone to result in floor effects (Urry et al., 2015). The fact that difference scores based 

on reaction times and difference scores based on accuracy do not show correlation 

(Hedge, Powell, Bompas, Vivian-Griffiths, & Sumner, 2018) also implies that the 

choice between the two types of measures should not be based on convenience or 

traditions only, but should be a matter of theoretical consideration.  

Second, there is an often-overlooked factor that might influence serial reaction 

time tasks, namely that different series of responses are not equally easy to be 

performed. This is sometimes referred to as „pre-existing sequential effects” and 

„preexisting biases” in the context of serial reaction time tasks (Song, Howard, & 

Howard, 2007a) or, more generally, „sequential effects” in the context of the broader 

category of forced-choice reaction time tasks (e.g. Remington, 1969). Complementary 

to these cognitive effects, there are also biomechanical constraints of the body that also 

affect serial reaction times (Y. Du & Clark, 2017). Apart from manifesting as an 

artifact, and thus influencing our interpretations of the results, these biases might also 

mask the individual variability of implicit learning (given that they are robust and 

similar in direction for every participant).  

Questions and aims of the studies  

Taken together, there are a ton of questions regarding implicit statistical learning 

that needs to be clarified. The nature of the resulting statistical knowledge should be 

assessed for each (possible) subtype of statistical learning – considering modality, the 

type of statistics embedded in the task, etc. so that we could get to a conclusion about 

the theoretical questions (what factors matter and how). Also, psychometric properties 

of the tasks used should be routinely reported, along with the observed individual 

variability in a particular experiment and the assessment of possible artifacts biasing the 

results. Only this way could we be sure that the theory that we build is not the by-

product of questionable methodology.  

Admittedly, this is a very ambitious goal requiring lots of investment. In the 

present Dissertation, I present four studies covering only a tiny slice of these goals: to 

increase our knowledge about the nature of implicit statistical learning that could be 

measured with the ASRT (J. H. Howard & Howard, 1997) task, to learn about the 
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psychometric properties of the task, and to improve the analysis methods to overcome 

its flaws. 

 

STUDY 1 

In Study 1 the main question was whether perceptual information is learned in a 

temporally structured visuomotor sequence such as the ASRT (in addition to motor 

sequencing), and if it is learned, then is perceptual learning comparable to motor 

learning in the paradigm. In order to assess this question, we modified the ASRT task so 

that stimuli always appeared in the center of the screen (and their identity was 

differentiated based on perceptual features rather than the location of appearance), this 

way minimizing the movements of the eye.  

Methods  

Participants  

Thirty-four healthy right-handed individuals took part in the experiment. Half of 

the participants were randomly assigned to the perceptual condition (mean age M = 

21.76 years, SD = 2.02; 7 male/10 female), and the other half were assigned to the 

motor condition (mean age M = 21.76 years, SD = 1.64; 8 male/9 female). Participants 

did not suffer from any developmental, psychiatric, or neurological disorders. All 

participants provided signed informed consent agreements and received no financial 

compensation for their participation.  

Tasks and procedure 

We used a modified version of the ASRT task (J. H. Howard & Howard, 1997), 

the socalled AS-RT-Race. We created a story about a car race for the task. The stimuli 

were the left, right, up, and down arrows (5 cm long and 3 cm wide), which appeared on 

the center of the screen. When the stimulus appeared on the screen, it represented the 

car’s direction. For example, when the participants saw an up arrow, they had to press 

the up button on the keyboard to move the car forward, the left button to turn left, and 

so on. All participants pressed the keys with their dominant hand.  

After the starting block of 85 random presses, they were told that there was a car 

crash and the steering wheel failed. The car now kept going to the left if they wanted to 

go straight, but by turning the steering wheel right they could correct this malfunction, 

and could continue to go straight. Thus participants had to mentally rotate the arrows 

(the steering wheel) by 90 to the right, and press the button corresponding to this 

rotated arrow.  

In the learning phase, five practice blocks were presented (these were excluded 

from the analysis), followed by 20 learning blocks with 85 key presses in each block. 

The stimulus remained on the screen until the participant pressed the correct button. The 

next stimulus appeared after a 120-ms delay (response to stimulus interval) after the 

participant’s correct response. Participants were told to respond as fast and as accurately 

as they could.  
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After the learning phase, the participants were told that the car had been taken to 

a service station and the steering wheel had been fixed. They were told to use the 

answer keys corresponding to the arrows that appeared on the screen (up button for up 

arrow, left button for left arrow, etc.). In the Transfer Phase, half of the participants 

were assigned to the perceptual condition and the other half to the motor condition (Fig. 

1a). In the perceptual condition, participants responded to the sequence seen during the 

learning phase (e.g. 2–R–3–R–1–R–4–R, Fig. 1b), and the appropriate key presses 

represented a new sequence (also 2–R–3–R–1–R–4–R), which they had not practiced 

before. In contrast, participants in the motor condition had to respond by key presses 

practiced before (e.g. 3–R–4–R–2–R–1–R, Fig. 1b) but the corresponding stimuli on the 

screen followed another sequence (also 3–R–4–R–2–R–1–R), which they had not seen 

before. Thus, in the perceptual condition, the perceptual sequence was the same but the 

motor sequence (key presses) changed compared with the previously practiced 

sequence. However, in the motor condition, key presses followed the previously learned 

sequence and the perceptual information (the sequence of the stimuli displayed on the 

screen) changed. By comparing the participant’s performance between the two 

conditions, we could determine whether the perceptual and the motor component had 

the same or different effects on learning.  

 

 

Figure 1. a) Schematic diagram of the experiment. b) In the perceptual condition, the perceptual sequence 

was the same and the motor sequence (button presses) changed compared with the sequences in the 

Learning Phase. In the motor condition, key presses followed the learned sequence and the preceptual 

information changed.  

 

 

Results  

Learning phase 

The 2 (triplet: high and low) 4 (epochs: 1–4) repeated measures analysis of 

variance with condition (perceptual vs. motor) as the between-subject factor revealed 

sequence-specific learning, indicated by a significant main effect of the triplet: F(1,23) 

= 124, mean square error MSE = 56.65, p < 0.001, ηp
2
 = 0.63, as well as general motor 

skill learning shown by the significant main effect of the epoch: F(4,20) = 8.85, MSE = 

32.53, p < 0.001, ηp
2
 = 0.72, thereby suggesting that the more the participants practiced, 

the faster their responses became (Fig. 2a and Fig. 2b). The two groups (perceptual and 
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motor conditions) did not differ either in sequencespecific or in general motor skill 

learning (p > 0.31).  

Transfer phase  

To compare the perceptual and motor conditions in the transfer phase, a 2 

(triplet: high and low) 2 (epochs: 4–5) repeated-measures analysis of variance was 

conducted with condition (perceptual vs. motor) as the betweensubject factor. The main 

effect of the triplet was significant, F(1,32) = 69.72, MSE = 139.36, p < 0.001, ηp
2
 = 

0.69, such that participants responded faster for high-frequency than for low-frequency 

triplets (Fig. 2c). The main effect of the epoch was also significant, F(1,32) = 115.4, 

MSE = 1448.27, p < 0.001, ηp
2
 = 0.78, whereby participants were faster in the Transfer 

Phase (455 ms) than in the learning phase (525 ms). Interestingly, the triplet epoch 

interaction was also significant, F(1,32) = 5.75, MSE = 117.79, p = 0.02, ηp
2
 = 0.15, 

thereby suggesting that the sequence-specific knowledge decreased between the 

learning and the transfer phases (the RT difference between the high-frequency and 

low-frequency triplets was 21 ms in epoch 4 and 12 ms in epoch 5). However, despite 

this decrease, participants still showed a significant triplet type effect in epoch 5, 

indicated by a one-sample t-test: t(33) = 4.52, p < 0.001. In addition, there was no 

difference between the conditions either in sequence-specific (p = 0.38) or in general 

motor skill (p = 0.10). 

 

 

Figure 2. Results of the Learning Phase (Epochs 1-4) and Transfer Phase (Epoch 5) for perceptual 

(a) and motor (b) conditions. Filled squares represent low-frequency triplets; open squares represent 

high-frequency triplets. Comparing the sequence-specific knowledge (the reaction time (RT) differences 

between high-frequency and low-frequency triplets) of perceptual and motor conditions (c). Error bars 

indicate standard error of mean (SEM). 

 

 

Discussion  

Our results showed that under this research paradigm, both motor and perceptual 

transfer was significant. These results support the different methods of Song et al. 

(Song, Howard, & Howard, 2008), which showed perceptual learning with probabilistic 

sequence learning tasks. In contrast, our results partly differ from that of Willingham et 

al. (Willingham, Wells, Farrell, & Stemwedel, 2000), which did not find perceptual 

learning to be an important element of learning.  
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STUDY 2 

In Study 2 we extended  the findings of Study 1 with assessing consolidation of 

these different learning types with the inclusion of off-line periods either including 

sleep or not.  

Methods 

Participants 

There were 102 individuals (students attending the University of Szeged) in the 

experiment (mean age M = 22.34, SD = 3.82; 44 males, 58 females). None of them 

suffered from any developmental, psychiatric or neurological disorders. Participants 

were randomly assigned to the perceptual group or to the motor group. The perceptual 

and motor groups were further divided by the length of delay (12- or 24-h delay) and by 

the daytime (morning-first, AM-PM/ AM-AM and evening-first, PM-AM/PM-PM). The 

eight experimental groups did not differ in their sleep quality, F(7,89) = 0.98, p = .45. 

measured by the Pittsburgh Sleep Quality Index (Buysse, Reynolds, Monk, Berman, & 

Kupfer, 1989) (Due to data collection scheduling problems five out of 102 participants 

failed to administer this test). All individuals provided signed informed consent, and 

received no financial compensation for their participation. 

Tasks and Procedure 

In our study, we used the ASRT-Race task (Nemeth, Hallgató, Janacsek, Sándor, 

& Londe, 2009) to examine the possible difference in the magnitude of motor and 

perceptual learning after a 12-h and a 24-h retention period. In addition, we also aimed 

at exploring the role of sleep in offline consolidation of these two factors of skill 

learning. Therefore a 12-h delay was administered between the Learning Phase and 

Transfer Phase of the experiment, during which participants either had a sleep (night 

group) or they were awake (day group). In order to avoid a time-of-day effect we also 

administered a 24-h delay condition. 

Results 

Learning Phase 

To be able to investigate the effect of transfer after 12- and 24-h delay, the 

learning in Session 1 must be similar in the groups. From this point of view, the end of 

the Learning Phase is crucial (Nemeth and Janacsek, 2011; Nemeth et al., 2010b; Press 

et al., 2005; Song et al., 2007). Therefore, we analyzed the SLE of the last five blocks of 

the Learning Phase for every group. Univariate analysis of variance (ANOVA) was 

conducted with CONDITION (perceptual vs motor), DAYTIME (morning-first vs 

evening-first groups) and DELAY (12- and 24-h) as betweensubject factors. ANOVA 

revealed significant sequence learning, F(1,94) = 32.31, p < 0.001] which is inferred 

from the test whether the overall mean is different from zero (Mean SLE = 11.16 msec). 

There were no other significant main effects or interactions involving CONDITION, 

DAYTIME and DELAY (all p > 0.32), thus these between-subject factors had no 

significant effect on sequence learning. 
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Transfer of SLE from the Learning Phase to the Transfer Phase 

To determine whether the performance in the Transfer Phase declined, 

improved, or was constant in relationship to the end of the Learning Phase, we 

subtracted the SLE-score of the last five blocks of the Learning Phase from the SLE-

score of the Transfer Phase (Transfer-SLE). As the groups were similar in SLE at the 

end of the Learning Phase, any difference among groups in Transfer-SLE could be 

attributed to the differential effects of consolidation. We conducted a univariate 

ANOVA for this Transfer-SLE-score with CONDITION (perceptual vs motor), 

DAYTIME (morning-first vs eveningfirst groups) and DELAY (12- and 24-h) as 

between-subject factors. ANOVA revealed a main effect of CONDITION,  F(1,94) = 

4.92, p = .029, the motor group showing larger SLE than the perceptual group (Fig. 3). 

ANOVA showed no significant main effect or interaction with DAYTIME (all p > 

0.45), suggesting that the AM-PM, PM-AM, AM-AM and PM-PM groups did not differ 

in their SLE. In addition, main effect and interactions with DELAY were not significant 

either (all p > 0.25), suggesting that 12- and 24-h delay groups performed at a similar 

level. 

 

 

Figure 3. (a) SLE-score of each experimental group in the last five blocks of the Learning Phase. (b) 

SLE-score of each experimental group in the Transfer Phase (Session 2). (c) Difference between SLE-

scores of the five blocks of Transfer phase and the last five blocks of Learning phase (Transfer-SLE-

score). The perceptual groups showed weaker transfer effect than the motor groups both after 12 and 24 h. 

Error bars indicate Standard Error of Mean. 
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Thus, the only significant effect in the ANOVA was the main effect of 

CONDITION, suggesting differential consolidation of perceptual and motor groups 

with better consolidation for the motor group, irrespective of the delay or daytime. 

Despite this difference in consolidation, SLE in the Transfer Phase was significantly 

different from zero for both the perceptual and motor groups (one-sample t-tests for 

SLEscores: t(49) = 5.25, p < .001 and t(51) = 8.72, p < .001 respectively). Thus, in spite 

of the weaker consolidation in the perceptual group, they still showed significant SLE in 

the Transfer Phase.  

Discussion 

Despite the 12-h or the 24-h offline period we found a significant perceptual and 

motor learning effect in the Transfer Phase, however the transfer of motor knowledge 

was more robust, irrespective of whether sleep occurred in the consolidation period or 

not. These results have important implications for the perceptual/motor and also for the 

sleep debate in skill learning in the following ways: (1) Previous experiments in this 

field included only one session which can reveal short-term performance changes in 

behavior. (2) Sleep has no contribution to this type of learning. (3) The retention period 

itself (regardless of sleep) has a modifying effect on the consolidation of 

perceptual/motor knowledge and the underlying brain networks. 

 

STUDY 3 

In Study 3 we assessed the question of interference between similar (but 

different) sequences learned in succession; whether the sequence learned in the first 

place could be „overwritten” with a second sequence, whether there are costs associated 

with the proactive interference caused by the first sequence; and whether it really gets 

„overwritten” (rewired) or the knowledge for both sequences is accessible later. Finally, 

an important question related to the effect of explicit (top-down) knowledge about the 

rule (but not about the statistical structure) embedded in the sequence, and whether this 

knowledge – or the differences in participants mindsets owing to this knowledge – 

results in differences in implicit statistical learning measured on trials on which the 

explicit knowledge could not be utilized. 

Methods 

Participants 

Eighty-four healthy young adults took part in the experiment. Participants were 

recruited at University of Szeged and were randomly assigned to one of three groups: 

the Implicit-Implicit group (N = 28; 20 females; Age: M = 20.46 years, SD = 2.10), the 

Implicit-Explicit group (N = 28; 17 females; Age: M = 22.14 years, SD = 1.96), and the 

Explicit-Explicit group (N = 27; 18 females; Age: M = 22.54 years, SD = 3.33). One 

participant was excluded from the analysis because errorneously the same sequence was 

administered to him on each day of the study. Participants did not suffer from any 

psychiatric or neurological disorders. Prior to their inclusion in the study, participants 

provided informed consent to the procedure as approved by the research ethics 

committee of University of Szeged, Szeged, Hungary. The study was conducted in 
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accordance with the Declaration of Helsinki and participants received course credits for 

taking part in the experiment. 

Tasks and Procedure 

We used the original Implicit variant of the ASRT task (J. H. Howard & 

Howard, 1997), and its Explicit (cued) variant  (Nemeth, Janacsek, & Fiser, 2013; Song 

et al., 2007a, 2009). The latter version differed from the implicit task in three respects: 

firstly, random and pattern stimuli appeared in different colors (pattern elements 

appeared green while random elements appeared blue). Secondly, participants were 

instructed to pay attention primarily to the four-element long pattern (the green trials) to 

be able to report it after each block. Finally, the feedback after the blocks did not 

contain information about RTs and erroneous buttonpresses on random trials as the 

instruction highlighted performance on the pattern trials. Importantly, responses given 

to pattern trials were never analysed, only performance on random trials that could not 

be explicitly anticipated. This way the data gathered with the explicit and implicit 

variants of the task were comparable, and results reflect the implicit statistical learning 

rather than the knowledge about the pattern.  

After learning an ASRT sequence (referred to as Sequence A) on the first day of 

the study (in the Learning Phase), participants were given a different ASRT sequence 

(referred to as Sequence B) on the second day (in the Rewiring Phase). The two 

sequences shared some of their transitional, meaning that at some points in Sequence B 

the most probable upcoming stimulus was the same as in Sequence A 

(unchanged sequence parts). Other transitional probabilities changed: the most probable 

continuation of the previous trials was different from that on the previous day 

(changed sequence parts). This way we could compare learning with and without 

interference from the previous learning episode. The Implicit-Implicit group performed 

the implicit version of the task in both the Learning Phase and in the Rewiring Phase; 

the Implicit-Explicitgroup performed the implicit version in the Learning Phase and the 

explicit version in the Rewiring Phase;finally, the Explicit-Explicit group performed the 

explicit version in both phases. 

On the third day of the study – in the Follow-up Phase – the magnitude of 

statistical knowledge for both sequences was assessed to investigate possible retroactive 

interference effects after a 24-hour consolidation period.  

Results 

We measured statistical learning as (a) difference in reaction times (RTs) given 

to anticipated (probable) stimuli in contrast to unexpected (less probable) stimuli, 

termed as Statistical Learning Effect (SLE), and (b) by determining whether erroneous 

responses reflect anticipations of the most probable stimuli in cases when less probable 

trials came up. Statistical learning measured by the SLE score was evident in both the 

Learning and Rewiring Phase (see 95% confidence intervals, CIs, on Fig. 4). In the 

Learning Phase, there could not possibly be any interference effects as only Sequence A 

had been introduced yet, we nevertheless contrasted the magnitude of learning of those 

transitional probabilities that were common during both Phases (unchanged sequence 

parts) and those that were about to change in the Rewiring Phase (changed sequence 

parts). As expected, there was no difference between the two (p = 0.568, 

Cohen’s d = 0.080), indicating that they were equally easy to learn (Fig. 4, light vs. dark 

grey bars). In the Rewiring Phase, however, we found smaller statistical learning for the 
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changed sequence parts (p < 0.001, d = 0.829) compared to the unchanged sequence 

parts (Fig. 4, light grey vs. blue bars). This was apparent in the Implicit-Implicit 

(p < 0.001, d = 1.425) and Explicit-Explicit groups (p = 0.008, d = 0.737), but not in the 

Implicit-Explicit group (p = 0.128, d = 0.406). These results suggest that the Implicit-

Explicit group was the most successful in adapting to the new statistical regularities, 

even to the extent that their rewired knowledge was not much different than that of the 

unchanged sequence parts.  

On some of the trials, participants pressed a key that did not correspond to the 

stimulus. Some of these errors reflected anticipations of the most probable stimulus 

when the actual stimulus was a less probable one, termed as anticipatory errors. As two 

sequences were taught, we can measure anticipations of Sequence A’s most probable 

transitions and those of Sequence B’s (errors that could be regarded as anticipations of 

both sequences were not analysed). We compared the proportion of anticipatory errors 

to each other (anticipations of Sequence A vs. anticipations of Sequence B), and to a 

baseline proportion that could be expected by chance (16.67%, see Fig. 5).  

 

 

Figure 4. Statistical learning effect (SLE) in the Learning and Rewiring Phase. The magnitude of SLE 

indicates the difference of reaction times (RTs) given to frequent transitions (more probable stimuli) in 

contrast to infrequent transitions (less probable stimuli). Some of the transitions had constant frequency in 

the Learning Phase and Rewiring Phase (unchanged transitions, light grey bars), while other transitions 

swapped their frequency – previously infrequent transitions became frequent in the Rewiring Phase, and 

vice versa (changed transitions, dark grey bars – before the change, blue bars – after the change 

occurred).  

 

As expected, the Learning Phase was dominated by anticipations of Sequence A 

(dark grey bars on Fig. 5), while the Rewiring phase was dominated by anticipations of 

Sequence B (both p < 0.001, both d > 1.061, blue bars on Fig. 5). From another point of 
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view, there were less anticipations of Sequence B in the Learning Phase than in the 

Rewiring Phase, and vice versa (both p < 0.001, both d > 0.979). This pattern of results 

was observed in all groups, although effect sizes were substantially smaller in the the 

Implicit-Implicit group (both d < 0.672) than in the other groups (all d > 1.226). Most 

importantly, anticipations of Sequence B in the Rewiring Phase (that indicate adaptation 

to the new sequence structure) were less pronounced in the Implicit-Implicit group than 

in the Implicit-Explicit group (p = 0.047, d = 0.721), while anticipations of Sequence A 

in the same Phase (indicating the continuing influence of the knowledge gained in the 

Learning Phase) were more pronounced in the Implicit-Implicit group than in the 

Implicit-Explicit and the Explicit-Explicit groups (both p < 0.036, both d > 0.795). The 

Implicit-Implicit group showed no significant difference in proportions of anticipating 

Sequence A and Sequence B during the Rewiring Phase (p = 0.529, d = 0.225), both 

being above chance level (see 95% CIs on Fig. 5). These results clearly point to the 

continuing influence of the no-longer valid statistical knowledge gained in the Learning 

Phase – that is, proactive interference – in the Implicit-Implicit group. 

 

 

Figure 5. When a less probable stimulus came up, participants sometimes erroneously pressed the key 

corresponding to the most probable stimulus, termed as anticipatory errors. As two (partly) different 

sequences were taught, we differentiated between anticipations of Sequence A’s most probable stimuli, 

and that of Sequence B’s. Percentage of anticipatory errors of Sequence A (learned in the Learning Phase, 

grey bars) and Sequence B (learned in the Rewiring Phase, blue bars) over the two Phases, and chance 

level for anticipatory errors (dotted line) are shown. The solid lines connecting the bars indicate 

significant differences (p < 0.05). Error bars represent 95% confidence intervals (CIs). 

 

Participants were retested on the third day for both sequences to test whether the 

first one became overwritten by the second one. Participants showed better performance 

on the transitions that were frequent in both the Learning and Rewiring Phases  than on 

those that were frequent in only one of the Phases (p = 0.003, d = 0.506), which is not 
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surprising given that the former ones were practiced almost twice as much. More 

importantly, better performance was expressed for Sequence B than for Sequence A 

(p = 0.015, d = 0.404). This pattern of results may indicate that statistical knowledge for 

Sequence A became partly overwritten by knowledge of Sequence B, showing 

retroactive interference which is beneficial for the rewiring process. No group 

differences were observed (ps > 0.303). 

When performing Sequence A on the third day of the study, anticipations of 

Sequence A were more common than anticipations of Sequence B 

(p = 0.004, d = 0.533), and than what might have been expected by chance. When 

performing Sequence B, on the other hand, anticipations of Sequence B outnumbered 

anticipations of Sequence A (p = 0.009, d = 0.503), and were more numerous than 

expected by chance. From another point of view, anticipations of Sequence A were 

significantly more pronounced when performing Sequence A than when performing 

Sequence B, and vice versa (both p < 0.003, d > 0.494). This pattern of results indicate 

no proactive or retroactive interference effects, as participants were able to quickly 

adapt to changes in the statistical structure, and suggests that knowledge about the two 

statistical structures coexist and can be adaptively used in the appropriate situation. No 

group differences were observed (p = 0.745). 

Discussion 

In summary, we found successful rewiring of the acquired knowledge in all three 

experimental groups. In the Rewiring Phase the group that learned implicitly and 

rewired with the help of explicit cues (i.e., the Implicit-Explicit group) showed better 

performance than the other groups. In other words, explicit cues during the rewiring 

process led to faster adaptation to the changed reguralities. By the end of the rewiring 

period, all groups showed similar performance suggesting an efficient but slower 

rewiring in the Implicit-Implicit group as well. We also found evidence that the first 

learned sequence was accessible when needed, shown by sequence specific anticipatory 

errors in the Follow-up Phase, although the motor execution of it was not as fluent as 

the execution of the secondly learned sequence. 

 

STUDY 4 

In Study 4 our goal was two-fold. First, we wanted to show that the ASRT task 

makes it possible to assess the learning of both second-order and third-order statistical 

structure without any modification to the task (just by refining the analysis methods), 

and also assess the question of pattern (rule) learning, i.e. whether participants learn 

about the alternating structure of the sequence in addition to its statistical properties. We 

have also compared the currently/typically used analysis methods with the proposed 

method (in terms of goodness of fit). Second, we assessed the psychometric properties 

of the task (both with the typical analysis methods and with the newly proposed 

method), and we suggested the application of a filter to lessen the impact of pre-existing 

(cognitive or biomechanical) biases to certain stimulus combinations which could result 

in artifacts in the learning scores.  
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Theoretical considerations 

 

In the ASRT task, statistical properties of trials are confounded with trial type 

(e.g. whether a particular trials identity follows the pattern or is determined randomly). 

For this reason it is hard to separete the possible effects of the two factors, although the 

question was approached by creating categories that differentiated between three types 

of trials: random-ending high frequency triplets, pattern-ending high-frequency triplets 

and random-ending low frequency triplets (Janacsek et al., 2012; Kóbor et al., 2018; 

Nemeth, Janacsek, & Fiser, 2013; Schwartz et al., 2003; Simor et al., 2019). 

In Study 4 we suggested to go deeper and assess four consecutive trials (i.e. 

quads) instead of three consequtive trials (triplets) as a basic unit of the analysis because 

high frequency triplets can further be divided into two subroups based on the N-3th 

trial; quads that are moderately frequent and quads that are very frequent. Furthermore, 

it gets possible to separate two types of statistical learning, joint probability learning 

(meaning that we learn that particular combinations are frequent and others are not) and 

conditional probability learning (meaning that a particular trial could either be very 

probable or less so given the N-3th- N-1th trials), as the two dissociates on the level of 

quads.  

As a concrete manifestation of our proposal, we distinguised five models that 

couls serve as the basis of analysis of the Task. Model  1 only considers trial type 

(whether a particular trial is pattern or random); Model 2 only considers triplet level 

statistical information (whether a particular triplet is of high or low frequency); Model 3 

considers both of the above; Model 4 considers quad level statitsical information, and 

finally, Model 5 considers both quad level statistics and trial type. Importantly, Model 

1-3 has been routinely used in the literature, while Model 4-5 has been introduced in our 

paper; for the specific learning scores of the Models see Table 1. 

 

Table 1. Specific Learning Scores of the different Models 

 Specific learning scores that can be quantified with a Model 

Model 1 Trial type Learning 

Model 2 Triplet Learning 

Model 3 Triplet Learning, Higher Order Learning, Max Learning 

Model 4 Triplet Learning, Quad Learning, Max Learning 

Model 5 Triplet Learning, 
Quad 

Learning, 

Pattern 

Learning, 
Max Learning 

 

Confounding variables in the ASRT task 

For some stimulus combinations, e.g. serial repetitions of the same stimuli, 

response facilitation is observed when contrasted with other combinations, e.g. an 

inconsistent pattern of alternations and repetitions. These so-called sequential effects 

(Remington, 1969) are evincible in random streams of stimuli, but also from reaction 

time tasks in which the conditional probabilities of stimuli vary, see (Kornblum, 1973). 

We have no solid idea of exactly which combinations should be relatively „easier” 

(facilitated) compared to others because this phenomenon has mostly been studied in 

binary-choice reaction time tasks (Kirby, 1976; Soetens, Boer, & Hueting, 1985; 
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Vervaeck & Boer, 1980; but see Lee, Beesley, & Livesey, 2016), those combinations 

being less numerous and less complex than the combinations in the ASRT task. In the 

absence of concrete expectations of how and to what extent sequential effects occur in 

the ASRT (and bearing in mind that ASRTs with different RSIs may differ in this 

regard), the wisest thing we can do is to ensure that the groups of trials that are to be 

contrasted in the ASRT (e.g. pattern vs. random trials or highly predictable vs. 

moderately/slightly predictable trials, etc.) belong to the same types of combinations 

with respect to local sequential effects (“easy” or “hard”). 

In this work, we propose the elimination of such biases on the level of quads. 

We created quad categories based on their abstract structure. Our notations were derived 

the following way: whatever the current stimulus was (position 1, 2, 3 or 4), it was 

denoted as „a”. If the previous stimulus was identical to the current one, it was also 

denoted as „a”, thus the combination of the two was denoted as „aa”. Otherwise, if the 

previous stimulus was different, the combination was denoted as „ba”. Going further, if 

the N-2
th

 trial was identical to the N-1
th

 or N
th

 trial, it was denoted with the same letter 

as the one that it was identical to (e.g. „aba” or „bba”); otherwise, it got the following 

letter from the alphabet (e.g. „c”). This way a quad that consistsed of four different 

stimuli was always denoted as „dcba” (irrespective of whether it was derived from 1-2-

3-4, 3-1-4-2 or else). Only three out of 13 categories are counterbalanced across the 

groups of trials being compared within subjects (e.g. pattern vs. random trials  in Model 

1, or high frequency vs. low frequency triplets in Model 2, etc.) and across participants 

(i.e. any particular quad having an equal chance of belonging to either statistical 

category). These quad types are dcba, cbba and acba. Hereinafter, we will refer to this 

filtering method as Quad Filtering.  

Methods 

Participants  

One hundred and eighty healthy young adults participated in the study, mean age 

M = 24.64 (SD = 4.11), Minage = 18, Maxage = 48; 28 male/152 female. All participants 

had normal or corrected-to-normal vision and none of them reported a history of any 

neurological and/or psychiatric condition. All participants provided written informed 

consent before enrollment and received course credits for taking part in the experiment. 

The study was approved by the United Ethical Review Committee for Research in 

Psychology (EPKEB) in Hungary (Approval number: 30/2012) and by the research 

ethics committee of Eötvös Loránd University, Budapest, Hungary. The study was 

conducted in accordance with the Declaration of Helsinki. 

Tasks and Procedure 

The Alternating Serial Reaction Time (ASRT) task was used to measure 

statistical learning capabilities of individuals (J. H. Howard & Howard, 1997). The 

ASRT task consisted of 45 presentation blocks in total, with 85 stimulus presentations 

per block. After each of these training blocks, participants received feedback about their 

overall RT and accuracy for 5 seconds, and then they were given a 10-s rest before 

starting a new block. Each of the three sets of 15 training blocks constitutes a training 

session. Between training sessions, a longer (3–5 min) break was introduced.  

 



 

 

17 

 

Results 

Comparison of the Models 

Reaction Times - We analysed the same dataset five times (corresponding to the five 

models). We computed individual adjusted R
2
-s for each epoch of each participant as a 

way of assessing the goodness of fit of each Model; since there were nine epochs, this 

resulted in nine values per participant. These were than averaged to yield a single value 

for everyone. The effect of different filtering methods was also taken into account by 

computing these effect sizes for each filtering type separately (No Filter, Triplet Filter – 

which is the typically used filter in the literature; and Quad Filter). The goodness of fits 

were then compared by a FILTER TYPE (3 levels: No Filter, Triplet Filter, Quad Filter) 

x MODEL (5 levels: Model 1 - Model 5) Repeated Measures ANOVA. Sphericity was 

assessed with Mauchly’s Test, and if this precondition was not met, degrees of freedom 

were adjusted with the Greenhouse-Geisser method. Bonferroni-corrected post hoc tests 

were performed whenever the omnibus ANOVA showed significant main effects or 

interactions. Partial eta squared effect sizes are reported in line with significant main 

effects or interactions in the ANOVA.  

The main effect of FILTER TYPE was significant, F(1.553, 278.066) = 25.562, 

MSE < 0.001, p < 0.001, ηp
2 

= 0.125, indicating that, on average, the goodness of fits 

differed as a function of the filter used. Bonferroni corrected post hoc tests revealed that 

means of adjusted R squared values were highest with the Quad Filter and lowest with 

the Triplet Filter, all contrasts being significant (p < 0.001) except for the contrast No 

Filter vs. Quad Filter (p = 0.569). The main effect of MODEL was also significant, 

F(1.384, 247.759) = 408.371, MSE < 0.001, p < 0.001, ηp
2 

= 0.695, indicating that 

model goodness of fits differed as a function of the Model used in the analysis, as 

values grew monotonicaly from Model 1 to Model 5. Bonferroni corrected post hoc 

tests revealed that all paired comparisons were significant (all p < 0.001). Finally, the 

interaction of FILTER TYPE x MODEL was also significant, F(2.492, 446.058) = 

11.122, MSE < 0.001, p < 0.001, ηp
2 

= 0.058, indicating that the monotonic growth of 

adjusted R squared values as a funtion of MODEL were not equivalent with the three 

filtering methods used. Bonferroni corrected post hoc tests revealed that each Model 

differed from all the others within each filtering method (all p < 0.012). The effect of 

the differing filters was also quite consistent with each Model, showing that both the No 

Filter condition and the Quad filter condition yielded higher fits than the Triplet Filter 

condition (all p < 0.001), the Quad Filter and No Filter condition not differing from 

each other in 4 out of 5 cases (all p > 0.437, except for Model 2 where p = 0.006). The 

results are shown on Fig. 6a).  

 

 

 

 

 

 

 

 



18 

 

 

 

Figure 6.  Goodness of fit of the different models within each filtering method. a) Individual Adjusted 

R2 values based on reaction times. Each Model differed from all the other Models within each filtering 

method (all p < 0.012). b) Individual Cramer’s V values based on error data. Each Model differed from all 

the others within each filtering method, except for the differences Model3 vs. Model4 (no filter p = 0.166, 

triplet filter p = 0.359, quad filter p = 0.261). Error bars are 95% confidence intervals. 

 

Errors - The goodness of fit of the different models were than calculated in the form of 

Cramer’s V values (data from the nine epochs were collapsed into a single category due 

to the small number of errors) separately for each filtering method. To compare the 

obtained Cramer V values, we run a FILTER TYPE (3 levels: No Filter, Triplet Filter, 

Quad Filter) x MODEL (5 levels: Model 1 - Model 5) Repeated Measures ANOVA. 

Sphericity was assessed with Mauchly’s Test, and if this precondition was not met, 

degrees of freedom were adjusted with the Greenhouse-Geisser method. Bonferroni-

corrected post hoc tests were performed whenever the omnibus ANOVA showed 

significant main effects or interactions. Partial eta squared effect sizes are reported in 

line with significant main effects or interactions in the ANOVA.  

The main effect of FILTER TYPE was significant, F(1.472, 263.495) = 489.885, 

MSE = 0.002, p < 0.001, ηp
2 

= 0.732, indicating that, on average, the goodness of fits 

differed as a function of the filter used. Bonferroni corrected post hoc tests revealed that 

means of Cramer V values were highest with the Quad Filter and lowest with the Triplet 

Filter, all contrasts being significant (p < 0.001). The main effect of MODEL was also 

significant, F(1.598, 286.124) = 281.264, MSE = 0.001, p < 0.001, ηp
2 

= 0.611, 

indicating that model goodness of fits differed as a function of the Model used in the 

analysis, values grew monotonicaly from Model 1 to Model 5. Bonferroni corrected 

post hoc tests revealed that all paired comparisons were significant (all p < 0.001) 

except for the difference between Model3 and Model4 (p = 0.231). Finally, the 

interaction of FILTER TYPE x MODEL was also significant, F(1.747, 312.721) = 

40.517, MSE < 0.001, p < 0.001, ηp
2 

= 0.185, indicating that the monotonic growing of 

adjusted R squared values as a funtion of MODEL were not equivalent with the three 

filtering methods used. Bonferroni corrected post hoc tests revealed that each Model 

differed from all the others within each filtering method, except for the differences 

Model3 vs. Model4 (no filter p = 0.166, triplet filter p = 0.359, quad filter p = 0.261). 

The effect of the differing filters was also quite consistent with each Model, showing all 
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filtering methods differed from the rest (all p < 0.001). The results are shown on Fig. 

6b). 

Comparison of the Filters  

To assess whether the filtering method had an effect on individual effect sizes of 

different types of learning that could be detected with the Models, we first run Repeated 

Measures ANOVA-s on the Cohen’s d values obtained for all the possible learning 

measures of the five Models with FILTER (no filter, triplet filter, quad filter) as an 

independent variable. Filter had an effect in all cases (all p < 0.001, all ηp
2 

> 0.164), 

except for the pattern learning measure of Model5, which remained unchanged (p = 

0.626, ηp
2
 = 0.003). In cases of significant omnibus ANOVAs, Bonferroni corrected post 

hoc tests were run. Triplet filtering (in contrast to no filtering) left some of the learning 

measures unaffected. In all the remaining cases individual effect sizes decreased as a 

result of triplet filtering (all p < 0.048).  Quad filtering, on the other hand, resulted in 

mixed effects.  It increased effect sizes obtained in the simple models Model1 and 

Model2, and in the more elaborated Models (3-5) it increased those effects that depicted 

higher order statistical learning measures (all p < 0.001). It is worth noting that some of 

these values not only increased but reversed their direction when applying the quad 

filter, leading to qualitatively different conclusions about learning.  

Variability 

To test the homogeneity of variances, Levene-test was applied on individual 

learning scores with FILTERING (No Filter, Triplet Filter, Quad Filter) as an 

independent variable (for this particular analysis treated as a between-subjects variable). 

According to the test, filtering had a significant effect on variances in most of the cases 

(p < 0.032); the overall pattern was that Quad Filtering resulted in higher variability. 

The exceptions were the Higher Order Learning score of Model 3; F(2, 537) = 1.683, p 

= 0.187; and the Quad Learning score in Model 4; F(2, 537) = 1.977, p = 0.140, in 

which cases filtering did not have an effect on the variability.  

Does higher variability go in hand with lower reliability? 

We calculated split-half reliability of all of the measures by randomly assigning 

each keypress to one of two categories; the individual effect sizes were then computed 

for both sets, and the correlation of the two values was computed. Our results showed 

that reliability indices dropped substantially when using the quad filter (e.g reliability of 

triplet level learning scores dropped from .691 to .556). This may be attributable to the 

possibility that pre-existing biases are a form of a systematic artifact (rather than noise), 

as noted earlier. Conversely, it is also possible that the drop is attributable to increased 

levels of noise (since fewer trials are analyzed with stricter filtering).  

What is being learned in the ASRT? 

 Since Model 5 made it possible to assess four different types of learning (i.e. 

triplet level statistical learning, quad level statistical learing, pattern learning and overall 

leanring), it was of our interest to quantify how many of our participants showed 

evidence of particular learning types. Our analysis revealed that triplet level learning 

was apparent in 77% of the cases, quad learning in 12% of the cases, pattern learning in 

5% of the cases and overall (mixed) learning in 87% of the cases. 
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Discussion 

In this study, we discussed in detail the many possible information types that 

could be learned in the ASRT task (such as pattern learning and different levels of joint 

frequency learning and conditional probability learning), and our concerns that these 

types of learning are not sufficiently differentiated by the currently used analysis 

methods. Moreover, as we have shown, the learning measures that are typically 

extracted from data might be biased by pre-existing tendencies to certain stimulus 

combinations, indicating that the ASRT does not measure (only) what it supposed to. 

We provided a presentation of how different analysis methods and filtering methods 

result in different levels of artifacts and biases, a hopefully practical aid for the 

(re)interpretation of the results obtained with the task. We also proposed new analysis 

methods (with a somewhat new terminology) and a filtering method that eliminates at 

least some of the biases discussed so far and thus can be used in future studies (or for 

reanalyzing already existing datasets). 

We believe that the ASRT task is a great tool for measuring implicit sequence 

learning and memory – it might even be more promising than we ever thought. 

However, in order to get more out of it, we need to improve our analysis methods and 

take possible confounding factors more seriously. In this paper, we provided a possible 

solution to these problems. Our results point to the ASRT being primarily a statistical 

learning task (at least in the short term), where triplet learning occurs for most of the 

participants but quad learning is the privilege of fewer. We have also shown that these 

results depend strongly on the filter being used, and for methodological reasons, we 

suggest the usage of the Quad Filter in the future.  

 

GENERAL DISCUSSION OF OUR FINDINGS 

Our studies aimed to gain a better understanding of implicit statistical learning 

phenomena, and about the diversity of findings of seemingly similar processes. We also 

emphasized the need to assess the psychometric properties of the measures of implicit 

statistical learning, since many findings – or null findings – could be a result 

methodological rather than theoretical issues. In this Dissertation, we addressed many of 

these topics, such as modality specificity in implicit learning; the (in)dependence from 

other cognitive domains, types of statistics that could be learned, and methodological 

considerations in the measurement.  

Implicit learning – One or Many? 

Modality specificity - In Study 1 and Study 2 we found that both the visual 

sequence and the motor sequence had been learned by participants, and although similar 

magnitudes of transfer have been observed for the two types of information when 

performance was assessed in a single session (without delay), the consolidation of the 

perceptual information seemed to be weaker than that of the motor information after a 

delay of 12 or 24 hours.   

Importantly, the existence of perceptual statistical learning was inferred from the 

fact that – in spite of the interference that occurred because of the change in the motor 

sequence – learning score in the second phase was greater than zero. Two other 

possibilities could have led to the observed results. 1) It is possible that no perceptual 
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transfer occurred, only motor learning of the new (interfering) sequence. In Study 2, we 

quantified learning scores in the first two blocks of Session 1 (before the change in 

either the perceptual or the motor information occured), and in the first two blocks of 

Session 2 (i.e. immediately when the change occurred). We found significant learning 

effects in the latter but not in the former – these results indicate that the learning scores 

of Session 2 are transferred from Session 1, and not learned anew, since learning of the 

motor information was not this fast even without interfering information in Session 1. 2) 

Second, it is also possible that the transfer is not perceptual in nature, but motor 

transfer, since the two interfering motor sequences had a few similar chunks that were 

frequent throughout (a possibility we did not address at the time of publication). 

However, we analyzed the data and found similar results even when controlling for this 

possibility (unpublished results). 

In sum, it has been shown that both kinds of learning occur and that 

consolidation is different for the two types of learning. These results support the notion 

of multiple implicit statistical learning submodules rather than a single system that is 

responsible for all kinds of implicit learning phenomena (in line with Emberson et al., 

2011; Li et al., 2018; Walk & Conway, 2016). 

Independency from other cognitive abilities - In Study 3 we compared the 

implicit statistical learning and rewiring abilities of participants who were either given 

information about the embedded sequence in the ASRT or not. Importantly, even 

participants performing the explicit version of the task could only anticipate pattern 

trials explicitly – any statistical learning effects detected on random trials were implicit 

nevertheless.  

 We found that the implicit statistical learning was similar across groups when 

learning the first sequence, thus knowledge about pattern trials did not help participants 

learn the statistical properties of the task when assessed on random trials. However, 

when a new sequence was introduced, and proactive interference from the first learning 

episode had to be overcome, the explicit groups outperformed the implicit group (or 

more precisely, the implicit group needed more time to overcome the interference than 

the explicit groups).  

 One possibility is that those receiving explicit information about every second 

trial had a different attitude, or were less bored, than the implicit groups, and they might 

have concentrated more even on random trials, leading to better performance. As an 

alternative, it is also possible that telling participants about the embedded structure 

somehow emphasized the statistical structure of the sequence, too. It has been found, for 

example, that the exaggeration of some features of speech acts as a perceptual catalyst 

whereby it helps infants discriminate between similar inputs (Karzon, 1985), and that 

infant-directed speech (e.g. motherese, which also exaggerates important aspects of 

speech) is a more effective signal for learning phonetic categories than adult-directed 

speech (de Boer & Kuhl, 2003). Our results could have been similarly caused by the 

emphasis that explicitly shown pattern trials created. 

 The fact that knowledge about the sequence in the ASRT somehow affected the 

implicit processes indicate that implicit and explicit processes are not independent  (for 

a similar conclusion, see Boyd & Winstein, 2003; Destrebecqz et al., 2005; Lagarde et 

al., 2002). Our results are in line with Boyd & Winstein (2003) who also found 

facilitation of implicit learning following explicit information in healthy adults – 
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however, they used a deterministic 10 elements long sequence, and hence from the point 

when the sequence was explicitly stated, each element of the sequence could have been 

consciously anticipated. In our case, however, trials where explicit anticipations could 

have been in play were eliminated. For this reason, we think that our results are stronger 

support for the notion of interacting systems, although the exact mechanism by which 

the interaction operates has to be identified. 

Type of statistics – Does it matter? - It has been known that humans are 

capable of both conditional probability learning and joint frequency learning (J. H. 

Howard et al., 2008; Thiessen et al., 2013; Thiessen, 2017) and it has been suggested 

that they are the results of independent processes (Thiessen, 2017). In Study 4 we have 

shown that the ASRT task is adequate to distinguish between the two types of learning 

(or at least in showing which one dominates for a given individual), and that results 

point towards a greater dominance of conditional probability learning (13% vs. 5% of 

participants showing reliable pattern for conditional probability learning and joint 

frequency learning, respectively).  

 It has also been known that humans are capable of learning higher-order 

statistical structure (e.g. four consecutive trials – quads – or even higher levels) 

(Remillard, 2008, 2010, 2011), and that learning of higher-order information can be 

selectively impaired (in dyslexia: W. Du & Kelly, 2013; J. H. Howard et al., 2006; in 

Parkinson’s disease: Smith & McDowall, 2004; in Schizophrenia: Schwartz et al., 2003; 

with age: J. H. Howard et al., 2007; D. V. Howard et al., 2004; Feeney et al., 2002; J. H. 

Howard & Howard, 1997; Urry et al., 2018). In Study 4 we have shown that – although 

traditionally only the level of triplets is being assessed – quad-level learning could also 

be quantified without any modification to the task, just by applying a different analysis 

method. By reanalyzing the huge amount of already existing ASRT datasets, we could 

get closer to understand the nature of quad learning, and whether triplet level learning 

and quad level learning are degrees of the same capability, or they dissociate within 

subjects. This could be assessed by verifying the correlation between the two in large 

samples; or by examining the learning curves, e.g. whether quad learing follows triplet 

level learning or it happens in parallel (for those who are sensitive to these statistics).   

The psychometric properties of the ASRT task 

Low reliability - Although the relatively low reliability of implicit compared to 

explicit measures has been acknowledged (Lebel & Paunonen, 2011), reliability indices 

are rarely included in implicit learning research (but see Siegelman & Frost, 2015). In 

Study 4 we have shown that the split-half reliability indices of ASRT learning scores 

vary from 0.02 to 0.84 depending on the type of the analysis (e.g. data grouping and 

filtering) and on type of learning that is being assessed (e.g. triplet level learning or 

quad-level learning). In general, triplet learning scores are more reliable than quad 

learning scores (~0.6 vs. ~0.4), and the reliability of pattern learning is the worst – 

downright unreliable (~0.15). By using a stricter filter to eliminate the effects of pre-

existing biases, individual variability got higher and reliability indices typically got 

lower, underscoring that without the strict filtering, the performance of different 

participants is more similar than their true learning abilities – differences just don’t 

show so much. Thus, there is a trade-off between validity and reliability, and this needs 

to be considered when deciding how to analyze our data. 
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Low individual variability - It has been assumed that implicit learning is robust 

and shows small inter- and intraindividual variability (Reber, 1993; Reber & Allen, 

2000). Accordingly, individual differences in implicit cognition remain largely 

unexplored (Reber & Allen, 2000; but see Kaufman et al., 2010; and Kalra et al., 2019). 

 We add to this field of research by providing inter-individual variability indices 

for different learning scores in Study 4. We quantified the spread in data both in 

absolute (standard deviation) and in relative (coefficients of variation) terms; 

unfortunately, we are not aware of any standards by which we could tell whether the 

values that we found refute the hypothesis of „small individual variability” or not. We 

would need similar descriptions of individual variability in other fields of cognitive 

psychology (e.g. explicit learning capacity) to draw any conclusions.  

 Another important message of Study 4 is that the variability of performance is 

sometimes shaped by factors we do not intend to measure (artifacts; e.g. pre-existing 

biases); in the ASRT such biases make the detectable differences smaller – an effect 

that has implications from the interpretation of result to the theories of implicit learning. 

Issues related to reaction-time based measures - It has been suggested that 

accuracy is a better measure than difference scores derived from reaction times (Urry et 

al., 2015, 2018). We did not directly test this hypothesis, but nevertheless contributed to 

this debate by showing that accuracy measures are less reliable than reaction time 

measures (Study 4, reliability indices). Also, generally speaking, we found reaction time 

based measures and error ratio based measures to point in one direction in our 

experiments, although sometimes complementing each other. For example in Study 3, 

by looking at reaction time based measures, we found that the implicit-implicit group 

showed reduced rewiring (compared to the other two groups). By looking at 

anticipatory errors, we found that this effect was due to the implicit-implicit group still 

expecting stimuli that were no longer probable, while the other two groups stopped 

expecting them shortly after the change in sequences. Thus, we were able to find a 

possible explanation for an effect that we also detected with reaction-time based 

measures.  

In sum, we did not find unequivocal evidence that accuracy-based measures fare 

better than reaction-time based measures, and we even found that their reliability is 

substantially smaller. It is possible that accuracy-based measures in ASRT are actually 

prone to result in floor effects (contrary to the claims of Urry et al., 2015) because of the 

very high accuracy rates that are expected from participants in this task.  

We also assessed the impact of pre-existing biases in serial reaction time 

measures (requiring serial motor responding). Such biases were acknowledged by Song 

et al. (2007a) in the context of ASRT, but, to our knowledge, their impact has not been 

systematically studied. In Study 4, we found that even the N-3rd stimulus has an effect 

on the reaction times measured on the Nth trial and that accounting for this (by using a 

filter that we named quadfilter) reverses the previously puzzling patterns observed for 

higher-order learning. Apart from affecting the magnitude of learning scores, higher 

individual variability could be detected by using this filter. This result indicate that the 

typically low variability on this particular task could be attributed to people’s 

susceptibility to pre-existing biases rather than to their similarity in their statistical 

learning capacity. We would like to underscore the need to address this question in 
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every task that requires serial motor responding since the artifact that is introduced by 

these biases seems to be substantial.     

Conclusion 

The research of implicit statistical learning (or implicit learning, in general) lead 

to very diverse – and sometimes contradictory – results. In order to understand the 

source of this variability, our duty is twofold: first, we need to improve the tasks that we 

use so that the results of measurements aid our theoretical understanding of implicit 

processes better; and second, based on our ever-expanding theoretical knowledge, we 

need to refine the tasks even more to narrow and specify their scope. Only this way 

could we get to the point where we know exactly what we intend to measure, and also 

have means to do it.  
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